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[bookmark: _Toc313454823]General Instructions
Vendors must use the template set out herein for submission of their response to a TOPS Request Form. Modifications to the format of this template (e.g., altering font size, altering font type, adding colors, adding pictures etc) will cause your response to be rejected.
Please list your experience in the following Categories: Project Approach, Risk Assesement, and Experience/Qualifications. 
[bookmark: _Toc313454824]Project Approach
Provide a concise and detailed summary of your approach to delivering the services described in the TOPS Request Form. The summary must demonstrate your understanding of how to successfully complete the work in a way that meets the State’s needs. 
	Project Approach cannot exceed one page.


[bookmark: _Toc313454825]
Risk ASSESSMENT
Itemize potential controllable and non-controllable risks associated with providing the services described in the TOPS Request Form and concisely describe how you will mitigate each risk.
	Risks cannot exceed one page. You may add/delete additional rows to identify additional risks and solutions, but do not exceed the page limit. Do not include any cost or marketing information.


[bookmark: _Toc313454826]
EXPERIENCE/QUALIFICATIONS
Describe your experience and qualifications specifically as they pertain to the services described in the TOPS Request Form. If applicable, please provide your responses to Special Expertise & Experience, and Special Considerations or Constraints areas. Your response may include prior experience, engagements, and/or past performances relative to the department needs and/or requirements as they pertain to the TOPS Request Form in these sections.
	Experience/Qualifications cannot exceed two pages.


[bookmark: _Toc321385716]
PROJECT APPROACH
[bookmark: EVALNAME]BEST VALUE PROCESS ONLY:  EVALUATOR NAME:      	SCORE:  |_|10 |_|5 |_|0
	Our approach to delivering the Oracle DBA and system administration services for the DRB Oracle infrastructure is to establish and deliver a defined service that will provide 24x7x365 monitoring of the production environment along with event remediation, regular periodic reviews and consulting services for assistance in the deployment and daily operations. This includes Oracle Real Application Clusters, Oracle Active Dataguard, and Oracle Enterprise Manager (12C Cloud Control) along with any other Oracle Infrastructure. To support the needs and requirements of AKDRB in for the daily management of these systems, we propose delivering the following key services:  

Monitor the AKDRB Oracle infrastructure 24x7x365; Provide Database monitoring and management across all components; Leverage existing OEM grid control within the AKDRB environment;  Use AKDRB Proposed Change Management processes and reporting tools; Provide availability and service continuity management;  Provide patch management (both product and security);  Provide performance and resource monitoring and optimization;  Assist in Capacity Planning; and make recommendations based on current and projected sizing levels;  Monitor and manage backup and restore processes; Provide Active Data Guard configuration management assistance;  Maintain documentation on the Oracle system; Coordinate with Oracle on hardware/software failure resolution;

We will use a defined process and approach for service delivery: Initiation (Identify Plan Objectives & Conduct Health Check), Execution (Monitoring & Support) and Improvement (Build Knowledge Base & Conduct Quality Reviews).  Service delivery will begin with a kickoff meeting. This meeting will be the first step in the transition from the ACS installation and configuration of the Oracle Infrastructure to the DRB’s requested Services. The kickoff meeting will achieve several objectives as outlined below:

Introductions to the services team;  Creation of the communication plan that will be used; 
[bookmark: _GoBack]Creation of the escalation plan and identification of the key roles and responsibilities of each team member;  Development of the plan for the VPN connectivity for the Oracle Infrastructure;  Review the Service Level expectations;  Schedule the training on the Request Manager system that will be used by the collective team for trouble tickets and as a knowledge repository;  Identify key AKDRB personnel who are authorized to report issues;

After a successful kick off meeting, the Services team will perform a health assessment on the Oracle infrastructure to ensure that we have a stable platform to begin management and monitoring. The health 
assessment review will include the following activities such as:

Review of all systems considered in scope; Review monitoring and diagnostic tools for each of the Oracle environments; Secure, install, and test remote capabilities including VPN and other forms of access into each system defined as within scope; Analyze and document specific characteristics and criteria about each system.  This step is mandatory to begin remote monitoring.  The client is responsible to notify us of system changes, change control meetings, scheduled downtime, advanced planning of system upgrades, new application releases, and other system information.

Following this initial phase, we will begin daily system monitoring and maintenance. We will monitor and develop proactive measures to mitigate potential bottlenecks and system issues in the AKDRB Oracle infrastructure, take quick corrective action in response to production performance issues and will provide ongoing support services requested including but not limited to; Performance Tuning; Backup and Recovery; Health Check and Monitoring; On Call Support; patching and maintenance; trouble shooting and technical assistance with questions from our technical team to maintain and enhance the infrastructure.  We will work with the RBIS Core Services team to develop a monitoring response time schedule for the Oracle Enterprise System leveraging Severity to assess and document the impact of the loss of functionality and the impact to their business for an event. Severity level gives restoration or repair priority to problems causing the greatest impact to AKDRB business systems.  We suggest 4 Severity Levels from Critical to Nominal Impact. Additionally we will work with RBIS Core Services personnel in mentoring and knowledge transfer for the Oracle Enterprise Infrastructure. 



[bookmark: _Toc321385717]RISK ASSESSMENT
BEST VALUE PROCESS ONLY:  EVALUATOR NAME:      	SCORE:  |_|10 |_|5 |_|0
	Risk: Staff Availability  Why:  The DRB has implemented new Oracle technologies that will require a significant investment of time from the DRB staff for knowledge transfer and they are already busy.  Solution:  To mitigate the risk we will work with DRB and to identify only the critical elements that need to be done to meet objectives.  We have scheduled regular progress reviews as part of our Approach where we will identify any gaps in our plan and make adjustments with the DRB. The project timeline can be adjusted or additional resources contracted to meet DRB project milestones as required.

Risk: Poorly Deployed Oracle RAC, Cloud Control and Dataguard Configuration  Why:  Our team was not tasked with the setup and configuration of the Oracle RAC, Cloud Control and Dataguard infrastructure.  Solution:  We will review the setup and configuration during the initial phase of the engagement.  Any required modifications will be made before the Oracle DBA, Monitoring and System Administration services for the DRB Oracle Infrastructure begin.

Risk: Missing Necessary Hardware and/or Software  Why:  Should changes in the core production infrastructure be required some hardware and/or software components required to build out the necessary environment may not be in place.  This situation can hold up the project while the hardware/software is being secured.  Solution:  Work with DRB to develop a Gap analysis highlighting what hardware/software needs to be procured from the review performed as part of the initial phase of the project .  We will work with Oracle and DRB to help expedite the delivery of critical components.

Risk: RBIS Network Bandwidth   Why:  Our approach is to monitor and provide system administration services remotely to reduce costs.  A saturated network would impact our ability to adequately monitor and perform remediation remotely.  Solution:  We will thoroughly review all network configurations during the initial phase of the engagement and identify any areas of concern prior to beginning remote monitoring.  We will work with DRB to gain additional network bandwidth if necessary.

Risk:  Bad Data in Databases  to be Migrated and Managed  Why:  When Databases contain “bad Data” that is not easily identified or managed it creates risk for production system uptime and resilience.  Solution:  We will develop routines to identify and correct bad data and work collaboratively with DRB to correct any problems.

Risk: Staff Training and Expertise	Why: New & Complex Technologies   While powerful, the technologies implemented by Oracle ACS require significant expertise.  Attaining that expertise is very difficult with so many new technologies and having a day job to attend to. Solution: We will work with the DRB to identify the core expertise required within the technologies to successfully monitor and manage the DRB production environment in conjunction with our team providing first level monitoring and support.  

Risk: Current lack of an independent Disaster Recovery Site and practiced processes for recovery in the event of a significant problem   Why: The project deals with mission critical data in the new DRB production Oracle Infrastructure and the current lack of key disaster recovery site and/or processes can lead to extended down time that affect Retirees  Solution: We will work with DRB and deliver a Monitored and Managed Oracle Database Environment as well as establish and test the processes to fail over from core production DB infrastructure to the Dataguard target.  Addressing the backup and recovery process early on will ensure the DRB is on sound footing as it begins to leverage the new Production Infrastructure.

Risk: Current lack of a formalized development, test, quality assurance and deployment to production processes for new applications and application updates.   Why: The Oracle technologies that DRB will be implementing rely on iterative development.  Many cycles with incremental improvements that need to be developed, tested, and put into production.  If an application is deployed into Production incorrectly or with errors it could create system down time that affects Retirees.  Solution: Work closely with DRB prior to the deployment of any application into the Production Environment to implement testing and roll-back procedures to ensure Production environment remains up and performing optimally,
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EXPERIENCE/QUALIFICATIONS
BEST VALUE PROCESS ONLY:  EVALUATOR NAME:      	SCORE:  |_|10 |_|5 |_|0
	To address the needs that the DRB has set forth in the Task Order we have assembled a team of key resources from both Applied Microsystems and our partner Mythics. The Team we have assembled exceeds all of the requirements requested in the Special Expertise and Experience section of the Task Order Request Form.  Our team possesses Specialized Certifications from Oracle in each of the technologies we will be supporting as a part of this Task Order. Obtaining these Specializations requires customer references, certified staff, and a track record of excellence as evaluated by the manufacturer, Oracle. These include Oracle Database, Oracle RAC, Oracle Performance Tuning, Oracle Enterprise Management, Oracle WebCenter, Oracle Business Process Management, Oracle WebLogic, and Oracle ADF.

Multiple skill sets are required to deliver the services specified and to meet these needs we have included several resources. Together they bring not only the Oracle Software but the Oracle Hardware and AS400 expertise necessary to ensure success.  The Team that will be supporting AKDRB is experienced with Oracle Maximum Availability Architecture (RAC, Grid, and Dataguard). 
 
The primary resource has more than 25 years experience in the Information Technology industry and is an expert Oracle Systems Architect.  Recently he led the client-side development for Glue Networks and helped the company be named as a “Gartner Cool Vendor for 2013”.   Each of our other resources have more than 10 years experience in their respective areas of expertise, have worked on multiple State of Alaska projects and/or other key State and Federal Government initiatives as well as Commercial projects.  They hold hardware and/or software certifications with all of the key vendor technologies utilized in this project including Oracle, IBM, CISCO and Brocade.  The Team has tremendous experience designing, implementing, managing and monitoring Oracle Database and Fusion Middleware Infrastructures.  Today we are managing Mission Critical Oracle Infrastructures for the BP MC252 Gulf Oil Spill National Resource Damage Assessment, the State of Illinois Administrative Office of the Illinois Courts and Sandals Resorts International.  

Additionally, we have worked with the AS/400 and it's successors since 1987 and developed software for the system using CL, RPG, DDS, COBOL, JAVA, PHP, and HTML.  The work specifically includes the DRB and AK school districts payroll systems to allow them to report the CRS file after each payroll.  CRS is a critical data feed to one of the DRB’s production Databases.  Our expertise and experience allow us to support the entire flow of information from CRS into the Oracle production environment.  We hold multiple IBM Certified Specialist and IBM Certified System Expert designations.

Applied Microsystems is an Oracle Gold partner and is Alaska' s leading Oracle System's Integration partner.  We have completed many projects of similar or greater size utilizing the technologies specified in the Special Expertise & Experience section of the Task Order Request Form for the State of Alaska as well as commercial and other entities.  We have already done significant work with the Department of Retirement and Benefits Oracle Enterprise Architecture project as well as MyAlaska, the State Active Directory and the State LDAP directory on several State Projects including Oracle Database and Fusion Middleware projects with both internal and external facing Web 2.0 User Interfaces.  Interaction with these systems will be a requirement for automating DRB business processes leveraging the new Oracle Fusion Middleware, Database and hardware platform.

We are Oracle’s key partner in Alaska for the design and implementation of Oracle Fusion Middleware including Universal Content Management 10g and 11g. We have designed and implemented one of the most sophisticated UCM 11g environments presently deployed with 22 integrated UCM servers for Public, Internal Production, Test and Development running in a VMware vSphere environment built on CISCO’s Unified Computing System, Nexus Switches and Network Appliance Enterprise Storage. The system provides Single Sign On through integration with Active Directory. It is implemented in a clustered multitier application environment leveraging multiple software systems including Red Hat Enterprise Linux, MS Windows Server 2008, Apache, WebLogic, UCM 11g, CVISION, Kofax, and Oracle RAC 11g database server.. 


EXPERIENCE/QUALIFICATIONS (CONT.)

	Our partner Mythics adds important depth to the project team. Mythics is the Co-Chair of the Oracle Identity Management Partner Council.  Mythics Consulting has been granted the ISO 9001:2008 quality management certification. The ISO 9001:2008 QMS certification promotes a process approach in developing, implementing and improving the effectiveness of the Quality Management System for an organization.  This standard creates a confidence in processes and products and provides a basis for continual improvement.  

As certified partners we have access to a variety of channels within Oracle and the other vendor organizations to facilitate quick resolution to issues and access to the latest product and technology information.  We have extensive knowledge and expertise that has been gained directly through involvement in real world applications requiring the implementation and integration of both the Oracle hardware and software utilized in this project.  Our approach to the implementation strategies and project management for the DRB Oracle Infrastructure is to provide RBIS with the foundation for self service and automation of DRB tasks moving forward. We are able to support the entire infrastructure stack.

Recent Projects: 
State of Alaska – Department of Retirement and Benefits Applied Microsystems has been working directly with DRB since inception of the Oracle Enterprise Architecture Implementation Project.  We presently provide the Project Portal based on Oracle Middleware technologies and have played key roles in the developing the projects strategic approach as well as the resulting Leadership, Application and Infrastructure project tracks.  We have worked closely with both RBIS and Oracle to ensure the path to implementation of the new Oracle environment is successful.  We are deeply familiar with all aspects of the project to date and have worked closely with RBIS to design the Greenfield Oracle RAC, Cloud Control and Datagaurd environment as well as the Application Delivery Environment that will become the Production DRB Oracle environment.

State of Illinois - Administrative Office of the Illinois Courts:  Mythics currently manages the AOIC production, test, and development Oracle infrastructure. This includes 11g Database, Oracle RAC, Datagaurd, Grid Control, Weblogic, Oracle Forms, and Oracle Application Express technologies. The system is used for a variety of mission critical systems within the judiciary, including a Probation Data Warehouse, a Case Management System, a Judicial Scheduling Application, and many back off systems. As a part of the contract, Mythics provides daily maintenance, backup and recovery support, system and application tuning, and annual reviews. Mythics has been a trusted business partner to the AOIC for 7 years and has been supporting their Oracle infrastructure remotely since 2010
.
Gulf Oil Spill – Applied Microsystems currently hosts and manages BP MC252 Oil Spill National Resource Damage Assessment development, test, production and disaster recovery sites.  This includes 11g Database, Oracle Weblogic and Oracle Webcenter.  We provide all patching, upgrades, performance monitoring and performance tuning along with all other hardware and software infrastructure; including facilities.  With more than 15TB of data the system is designed for automated failover between Seattle and Anchorage for business continuance and disaster recovery.  Data is continually replicated between sites to ensure a 30 minute cutover Recovery Time Objective with a 15 minute Recovery Point Objective.  Several hundred users work with the system on a daily basis across many time zones requiring 24 hour operation.  The systems have had no unscheduled downtime in three years of operation.  This level of performance is achieved through Enterprise Technology and production policies and procedures that are equally applicable to this Task Order’s work for the DRB Oracle Infrastructure.

Sandals Resorts International - Mythics currently manages the production, test, and development Oracle infrastructure for Sandals Resorts International. This includes Oracle 11g Database, Oracle Dataguard, Oracle eBusiness Suite, and Oracle Enterprise Linux. The Oracle infrastructure supports a 24x7x365 online reservation system for Sandals as well as all back office accounting and financial systems. It is estimated that if the online booking system goes down during peak time, the cost to Sandals is $32,000/minute. Mythics has been providing remote managed support services for Sandals for 5 years.



EVALUATOR NON-CONFLICT OF INTEREST STATEMENT

|_| By checking this box, I certify that neither I,                                                                              , nor any member of my immediate family has a material personal or financial relationship with this vendor or to a direct competitor of this vendor.  I further certify that no other relationship, bias or ethical conflict exists which will prevent me from evaluating this response solely on its merits and in accordance with the evaluation criteria.

Furthermore, I agree to notify the Task Order Manager if my personal or financial relationship with this vendor is altered at any time during the evaluation process.  If I am serving as the Procurement Officer of record I agree to advise my supervisor of any changes that could appear to represent a conflict of interest.

EVALUATOR NOTES

To be completed by requesting agency evaluator(s).

Comments MUST be recorded for any section receiving a Best Value score of 10 or 0. Comments must be concise and objective and refer to or quote the portion of the response that led to the score.
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